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ABSTRACT

As hydrogen-air mixtures are flammable in a wide range of concentrations and the minimum igni-
tion energy is low compared to hydrocarbon fuels, the safe handling of hydrogen is of utmost im-
portance. Additional hazards may arise with the inadvertent spill of liquid hydrogen. An accidental
release of LH2 leads to a formation of a cryogenic pool, a dynamic vaporization process, and con-
sequently a dispersion of gaseous hydrogen into the environment. Several LH2 release experiments
as well as modeling approaches address this phenomenology. Different model approaches have been
validated in the past against the existing experimental data. These models can be divided into two
sections:

1. Models calculating cryogenic pool propagation and vaporization rates,

2. Models calculating gaseous hydrogen dispersion using pre-calculated evaporation rates and pool
surface areas as source term.

This leads to uncertainties if LH2 pool models lack relevant processes for vaporization, and in the
gas distribution models the source term represents only an approximation of the real source term.
At Forschungszentrum Jülich, a transient 3D multicomponent-multiphase model has been developed,
using the commercial code ANSYS CFX 15.0 and including the additional sub-models of the rates
of vaporization on solid ground, volume vaporization, humidity, and the influence of changing wind
conditions. This new modeling approach is capable to simulate the release of LH2, its spreading
and vaporization, and the gas distribution in the atmosphere under realistic environmental conditions
(e.g. humidity and changing wind conditions). The model has been validated against recent LH2 spill
experiments conducted by HSL and the NASA.

1.0 INTRODUCTION

The decarbonization of energy production, as a consequence of the global warming, has already started
in leading industries, such as the automotive or the energy industry. Disruptive technology changes may
support this process. One option towards a decarbonized environment are hydrogen-based technologies.
Basically, the hydrogen supply can be set up quite similar to the todays supply of carbon based fuels.
Gaseous high pressurized hydrogen (GH2) can be supplied via gas pipelines or discontinuously e.g. in
tanks. Due to its high energy density, supply of liquid hydrogen (LH2) can be considered as economically
valuable.

The prediction of the distribution of accidental released liquid hydrogen, its vaporization and conse-
quently the distribution of an explosive gas cloud has been a reseach topic since many years. In former
model approaches, the prediction of a release is separated into two parts:
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1. Distribution of liquid hydrogen using a vaporization model and

2. Distribution of gaseous hydrogen using a source model.

The release and distribution models for the distribution of liquid hydrogen, the vaporization and the
gaseous distribution can be separated into three sections:

1. Integral models, like GASP (Webber et al. [1], Batt et al. [2]),

2. Shallow-layer-models, like LAuV (Dienhardt and Verfondern [3, 4, 5]), and

3. Models on the basis of computational fluid dynamics (CFD), like CHAMPAGNE (Morii et al, [6],
Chitose et al. [7]), ADREA-HF (Statharas et al., [8],Venetsanos et al. [9], Gianassi et al. [10,
11]), FLACS (FLACS, [12],Middha et al. [13], Ichard et al. [14]), and the commercial ANSYS
FLUENT and CFX Codes (Schmidt et al., [15], Molkov et al., [16], Sklavounos et al., [17], Jäkel
et al. [18]).

Most of the former cited CFD calculations calculate the gaseous distribution and Schmidt et al.
[15] already stated in his analysis that a main difference between experiment and calculation is the
assumption of the gas source. A CFD model which is capable of calculating liquid and gaseous
phases is expected to be beneficial for accuracy and comprehension. The steps to achieve these goals
are:

1. Identifying the physical phenomena for the distribution of e.g. the liquid phase (vaporization)
and implementing a submodel to a CFD code.

2. Systematic validation using the existing experiments.

3. Discussion of limits and application range of the modeling approach.

A highly scalable and geometrical resolved 3D multicomponent-multiphase distribution model is con-
sidered to understand the phenomena and influences during the spill of liquid hydrogen. Consequently,
it should allow to improve and substantiate reduced-order models.

2.0 EXPERIMENTS

The experimental procedure of available spill tests is comparable. At a time t= 0s the cryogenic liquid is
released. Depending on the release height, direction and momentum the liquid hydrogen propagates un-
til a certain limit, where the,integral vaporization rate is equal to the inlet mass flow. In contact with the
surrounding air and the ground the liquid starts to vaporize and the cryogenic vapor distributes accord-
ing to several momentum sources such as e.g. wind, buoyancy and diffusion.

Release experiments of liquid hydrogen were conducted by the NASA (1980) [19, 20, 21], the BAM
(1994) [3, 4], the HSL (2010) [22, 23] and most recently by Kawasaki Heavy Industries (2015) [24].
Within this paper only the NASA and the HSL experiments have been used for validation purpose,
because the BAM release has been conducted on water and the Kawasaki test publication does not
provide all necessary experimental data. The release experiments of the HSL (Health and Safety
Laboratory) have been performed at Frith Valley, Buxton UK in 2010. The experiments have been
conducted on a concrete pad with an radius of 16 m. During the test following sensors have recorded
time series:

• one wind velocity and direction sensor in a height of 2 m at the release point,

• 24 ground thermocouples (GTC), arranged in release direction (or wind direction) to measure the
pool propagation and

• 30 air thermocoupleas (ATC), beside TEST 10 arranged in wind direction.
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Unfortunately the position and arrangement of the ATC towers are not completely available in open
literature. Some of the distances, which could not be found in the official documentation, have
been extracted from the available pictures (e.g. cf. Figure 1) and have been confirmed by HSL
[25].

base of ATC 

measurement tower

equal to 0.3 m reference

Figure 1: Pictures taken during TEST 06

The measurement density for the older NASA experiments (1980) is higher than for the HSL exper-
iments, there is only a very small amount of data available, which is mainly documented in [19, 20,
21].

Table 1: Overview over the experiments
Test release release duration

height direction in [s]
HSL05 on ground horizontal 248
HSL06 100 mm over ground vertical downwards 561
HSL07 860 mm over ground horizontal 305
HSL10 100 mm over ground vertical downwards 215

NASA 06 100 mm over ground vertical downwards 38

The principal arrangement of the HSL tests can be found in Figure 2a - c, the NASA experiment in
Figure 2d. Table 1 gives an overview about release height, direction and duration of the experiments.
Figure 2 illustrates these data and gives an overview of positions of the sensors, the wind and release
direction.

For the HSL tests the wind data have been further analyzed and for each test a statistical analysis of
the wind data, which resulted in a histogram pie chart, or wind rose (cf. Figure 3 for HSL TEST 05)
has been conducted to identify stability criteria of the wind, as well as mean values for wind speed,
wind direction and fluctuations.

All available data have been analyzed and following uncertainties of the experimental data have been
identified:

• The geometrical position of the HSL sensors can not be determined exactly.
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Figure 2: Sketch of the thermoelements of the experiments - not drawn to scale
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Figure 3: Histogram pie chart or wind rose of HSL TEST05

• The wind data of the HSL experiments is only measured at one point and the influence of the
surrounded environment is not documented.

• A change of the wind direction during the release time can not be completely excluded; the
statistics calculated for the whole duration may not reflect situations which occur at smaller time
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spans.

• The low amount of data of the NASA experiment complicates validation.

• The measurement error and uncertainty is not documented for both experiments.

• The material properties of the ground is not fully clarified.

3.0 MODELING APPROACH

3.1 Conservation equations

The universally valid conservation equations for mass (IPCE - individual phase continuity), momentum
(IPME - individual phase momentum equation) and energy (IPEE - individual phase energy equa-
tion) for an individual phase in a multiphase calculation are defined according to Brennen [26] to

∂ρN

∂t
+ ∂

∂xi
[ρNuNi] = ξN , i, j = 1,2,3 (1)

ρNαN

{
∂uN,i

∂t
+uN,i

∂uN,j

∂xi

}
= αNρNgi +FN,i −ψNuN,i − δN

{
∂p

∂xj
− ∂τN,ji

∂xi

}
(2)

∂

∂t
(ρNαNeN,0) + ∂

∂xj
(ρNαNuN,jeN,0) +uN,jp+ qN,j −uN,iτN,ij =QζN +WζN (3)

for a phase N . The term FN,i are external forces on the fluid and QζN +WζN are heat and mechanical
work done on the fluid.

All conservation equations contain an interaction term, namely ξN for mass interaction, ψN for mo-
mentum interaction and ζN for energy interaction between the phases. In a two phase system with
e.g. a liquid hydrogen phase LH2 and a gaseous phase GH2 these interaction terms can be definded
as

ξLH2 = −ξGH2

ψLH2 = −ψGH2 (4)
ζLH2 = −ζGH2

The interaction term ψN in the IPME (cf. Eq. 2) and the term WζN in the IPEE (cf. Eq. 3) has been
neglected for the used distribution model.

Consequently the mass interaction term has been defined to

ξLH2 = ṁvap = ṁvap,W all + ṁvap,V ol (5)

the energy interaction term to

ζLH2Q= q̇ = ṁvap∆hLH2→GH2,e (6)

with the term ṁvap,W all as the wall vaporization, ṁvap,V ol as the volume vaporization, q̇ the heat flux
and ∆hLH2→GH2,e the effective vaporization enthalpy. To implement wall vaporization, the heat flux
density is determined for film boiling using the equation of Breen and Westwater, for the transition
zone the equation of Zuber and for the nucleate boiling zone the equation of Kutateladze (cf. Figure
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4, for more details please refer to Jäkel et al.[18] and Brentari et al.[27]). With the known heat flux
density the mass flux density can be determined.
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Figure 4: Nukiyama diagramm of liquid hydrogen, comparison of different experimental results and
analytical equations for calculating the heat transfer according to Brentari et al. [27]

The volume vaporization uses a homogeneous equilibrium approach, which is widely used in industrial
applications. For this approach the saturated vapor line for hydrogen is needed, which is obtained from
the NIST database [28]. With this curve, based on the knowledge of pressure and temperature, a mass
flux density can be determined for every mesh cell to

ṁ′′′vap,V ol = Ṁ (x−xquota,GH2) (7)

with Ṁ as a numerical stabilization equation and x as the local volume fraction. The quota volume
fraction is determined based on pressure and temperature in a discrete finite volume cell according to

xquota,GH2 = psat

pabsolute

MGH2
Mmixture

(8)

with MGH2 and Mmixture as the molar mass of gaseous hydrogen and the gas mixture. In analogy to
this, vapor condensation in humid air has also been modeled. The saturated vapor lines for water and
hydrogen, which have been used in this model, are displayed in Figure 5.

3.2 Boundary conditions

A generic overview of the boundary conditions can be found in Table 2. During the model development
and the detailed analysis of the experimental data the importance of the wind has been identified and
needed to be considered in an atmospheric flow model.

The demand of most realistic boundary condition of the atmospheric flow leads to model based on the
Pasquill stability criterion. According to Mannan et al.[29] the velocity profile normal to the ground
can be defined according to

~ux = ~ur

[
x1
xr

]2∗fP asquill

R(t) (9)

with a reference velocity ur at a reference height xr. The exponent 2 ∗ fP asquill needs to be chosen
according to the stability of the wind. It needs to be distinguished between stable, neutral and unstable
wind conditions. This conditions have been accounted by using a random function R(t), which has been
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Figure 5: Logarithmic plot of the function ps = f(Ts) for hydrogen and water vapor

Table 2: Generic boundary contitions
boundary conditions Option
Inlet wind conditions according to experimental

set up; constant air temperature and humidity
Outlet static pressure P = 0Pa
Inlet Hydrogen LH2/GH2- mass flow, condition

based on flash vaporization at inlet
Wall, ground no slip

adiabatic (in case no contact to LH2)
source/sink ( cf. Eq. 5, 6
in case of contact with LH2)

further source/sink H2O condensation
(single phase model)

determined once and used within every calculation. Furthermore, the azimuthal and the vertical velocity
component of the wind can be determined using the normal velocity profile and the Pasquill stability
criterion by using

±~uy = ~uxfP asquill,azimuthalR(t) (10)

and

~uz = ~uxfP asquill,verticalR(t) . (11)

The factors fP asquill,azimuthal and fP asquill,vertical have also be taken fromMannan et al.[29].

3.3 Grid, initial and boundary conditions

Table 3 contains the initial conditions at the hydrogen inlet. Due to the depressuriation at the inlet
a certain amount of hydrogen is released already as saturated vapor. This amount can be determined
using the T-s diagram of hydrogen, which is also provided by NIST [28].

Figure 6 and 7 are showing the geometrical models, at some of the boundaries the grid vertical is
displayed. The quality values for the different meshs can be found in Table 4 and fulfil the common
Best Practice Guidelines (BPG) requirements, taken from Menter et al. [30], Mahaffy et al. [31] or
ANSYS [32]. The grid convergence index for HSL TEST05 indicates that for this calculation a grid
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independence study has been successfully performed. These values indicate that the numerical errors
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Table 3: Test parameters [22]
experiment release rate LH2/GH2

[l/min] at inlet [Vol.-%]
HSL 60 93.7/6.3
NASA 8100 66/33

related to spatial discretization have been minimized. Consequently it is expected, that the differences,
which will be found in the results in comparison to the experimental results are model errors and
experimental measurement uncertainties.

Table 4: Characteristic values of grid quality, according to Menter et al. [30], Mahaffy et al. [31] and
GCI according to Celik [33]
TEST HSL05 HSL06 HSL07 HSL10 NASA BPG
number of elements [Mio] 1.4 1.2 1.3 1.4 2.0
volume grow rate [-] 4.94 2.6 5.5 2.4 2.44 < 8
angle [◦] 85.5 89.28 87.03 89.28 89.91 > 20
aspect ratio [-] 73.58 94.53 184.20 94.12 13.63 < 100
grid convergence index (GCI) < 3 %

4.0 RESULTS

4.1 Pool propagation

HSL TEST 05 asymmetric pool spreading has not yet been calculated by existing models. Consequently
there is no possibility of code to code benchmarking the results. Only the comparison against the
available experimental data (Thermocouples) is possible.

There are calculations of the axis-symetric pool distribution of Batt et al.[2] of HSL TEST 06 using
GASP (an integral code, for further information see [1]), and for the NASA Test 06 of Dienhart[3, 4]
using LAuV (a shallow layer code, developed at Forschungszentrum Jülich) and by Middha et al. [13]
using FLACS (a 3D CFD Code).

Figure 8 shows the comparison of the experimental results, the calculation results and the calculation
results of the HSL TEST 05 and 06, Figure 9 of the NASA experiment. To obtain the experimental
results from the HSL experiments two different methods have been applied, which are in accordance
for HSL TEST 06 with the results of Batt et al. [2]. For the HSL experiments the formerly mentioned
GTC measurements are available as time series. From the data it can be taken both, the position
and the time, when the temperature of the thermocouple falls below a certain temperature limit (here
Tlim = 50K) and when the highest temperature gradient occurs. Both informations are expected to
provide the pool front. For the calculation the pool front is expected to be at a volume fraction of
xLH2 = 0.5. The volume fraction of xLH2 = 0.1 is also plotted, give an indication about the spread of
the transition area between liquid and gaseous phase.

Considering Figure 8a and b, the results for the HSL experiment are qualitatively consistent with the
experimental data. The backstepping in Figure 8b is caused by the method used for analyzing the
experimental data. Every cross is equal to a ground thermocouple and it is tracked when the ground
thermocouples has reached 50 K for the first time (Batt et al. [2]). In the experiments the occurrence
of slush air (N2/O2) has been observed, but is not considered in this model. That implies that at
roughly 50 K a plateau can be seen in the experimental data, which is a strong hint to the occurrence
of slush air. The thermocouples GTC07 falls below the limit of 50 K 4s before thermocouple GTC06.
For the NASA test (cf. Figure 9), the pool size is systematically overestimated by the CFD model and
the other bench-marked codes. This overestimation has been explained by Dienhart as an uncertainty
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of the ground properties. The hydrogen has been released on sand, the porosity and the humidity of
the sand has not been provided. In the calculation they had been considered as hydraulically smooth
with dry sand properties. To account for the corrugation and the porosity of the sand surface, the CFD
model uses an additional factor for the wall vaporization rate of 50 %. Even this additional increasing
factor only brings the pool in the size of the experimental results.
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Figure 8: Size of pool, determined from the CFD results by the volume fraction xLH2 = 0.5, bench-
marked with GASP for HSL TEST 06

To provide some more details of the pool size, an isosurface with the volume fraction of xLH2 = 0.5
for different time steps has been taken from the calculation and is displayed within Figure 10. The
plots include the measurement position of the sensors, for the NASA test there are more sensors
displayed than used during the test. Furthermore, the ATC positions and the measurement towers are
displayed.

The available experimental data do not allow to directly validate the calculated integral vaporization
rate. Figure 9b gives the indication that the available codes predict the vaporization rate for the NASA
test in the same range.

Anyway the pool size is implicitly determined from the thermocouple measurement, with the consequent
uncertainties. The sparse information from the experiments makes more detailled validation difficult,
also a validation of the different sub-models such as the vaporization rate is not possible. Nevertheless
the results are quantitatively consistent. Qualitative deviations, which have been found during the
validation process, are within the experimental uncertainties.

The relative good agreement with both the experimental data (HSL) and the benchmark results the
pool distribution of the multiphase-multicomponent developed model leads to the conclusion that in
accordance with the uncertainty of the experimental data the results are taken as quantitatively val-
idated. Regardless, further validation effort needs to be made and new experimental data should be
used for further validation of the model.

4.2 Gas distribution

As already mentioned in section 2.0 the cloud distribution for the HSL tests has been measured by 30
air thermocouples (ATC). The ATCs are arranged in wind direction and span a measurement layer.
For all tests this data is used for further validation. The ATCs’ qualitative positions can be found in
Figure 2a.

This measurement plane can also be extracted from the calculation. Figure 11 shows two different
contour plots. For the contour plot in Figure 11a the data from Figure 11b is taken and analyzed. The
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Figure 9: Size of pool of the NASA calculation, determined from the CFD results by the volume fraction
xLH2 = 0.5, benchmarked with FLACS ([13]) and LauV ([4, 3])

aim of this pre-analysis is to obtain further information from the contour plot, such as the distribution
vector (cf. in Figure 11a lower left corner) of the gas cloud. The data was taken from the results and
was cut at the distances of the first and last ATC towers. Using the local minima a distribution vector
has been obtained from this data.

Figure 12 shows the results at t = 40s of the HSL TEST 05 calculation. In this figure the gas cloud
is displayed as an isosurface using the lower flammability limit (LFL) of 4 Vol.-%. Furthermore, the
ATC measurement towers are displayed, which are arranged in wind direction and normal to the wind
direction through the towers additional temperature contours plots are drawn. From this plot a 3D
dependency of the gas cloud on the wind direction can be clearly identified. From this plot it can be
found, that for the validation not the "best" measurement plane is spanned by the towers. The towers
just detect one side of the cloud. Unfortunately, the distance a (between release point and first tower
normal to the wind direction, which is equal to release direction) in Figure 2a, is not documented and
has been assumed by using the pictures of the experiment, such as Figure 1, in this calculation being 1.5
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Figure 11: Iso-temperature plot of the CFD results, HSL TEST 05

m. Due to this uncertainty only a qualitative consistency can be concluded.

With the spatial information and the time series of the sensors the experimental data can be further
analyzed and an iso-temperature plot similar to the calculation results can be obtained. This plot
can be seen in Figure 13a for the time t = 40s. The data between the measurement points have
been interpolated and an iso-temperature contour plot has been drawn. This figure contains several
additional information from the experimental data, which can not be seen by simply using the individual
sensor time series. It looks like that between 1.5 m (Tower 1) and 3.0 m (Tower 2) at a height between
0.25 and 1.25 m the gas cloud, as well as at a distance between 6.0 and 7.5 m from the release point
another low temperature region can be detected. The certainty that this is the hydrogen cloud is high.
With this data also a distribution vector can be drawn, which can also been found in the plot. There is
an immense reduction in resolution from mesh density in Figure 11 to 30 supporting points in Figure
13a. Some of the information will be lost due to the lack of supporting points.

Therefore, Figure 13b shows the results of the calculation at the same time t= 40s with the same amount
of supporting points at the same spatial position determined from the calculation results. This time
step can be used as the proof of quantitatively agreement between experimental results and calculation
data.

The vector in 13a, b and 11a has been determined from the data by identifying the local minima of the
temperature and fitting a line through the minima positions and the origin for every time step. The
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Figure 12: Iso-temperature plots normal to the wind direction at different distances (the distances of the
ATC measurment towers) and the isosurface of the 4 Vol.-% LFL limit of the hydrogen-air
cloud of HSL TEST 05

EXP, t=040.00s

distance [m]

0 2 4 6

h
e
ig

h
t 
[m

]

0

1

2

te
m

p
e
ra

tu
re

 [
K

]

200

220

240

260

280

(a) EXP 40,00 s

CFD LD, t=040.00s

distance [m]
0 2 4 6

h
e

ig
h

t 
[m

]

0

1

2

te
m

p
e
ra

tu
re

 [
K

]

200

220

240

260

280

(b) CFD LD 40,00 s

Figure 13: Iso-temperature plot of the experiment (EXP) and the CFD results, determined with the
same resolution as the experiments, HSL TEST 05

mean distribution vector (determined by using all available time steps) for the TEST05 until TEST07
can be found for the experiment, the results using the same resolution as the experiment and the mesh
resolution of the calculation results can be found in Figure 14.

For TEST 05 the conformity of the distribution vectors between experiment and calculation is quan-
titatively good. Between the vectors of TEST 06 and TEST 07 the experimental data shows a higher
buoyancy of the gas cloud than the vectors from the calculation. If the experimental data and the
calculation data is further analyzed, it becomes clear that the distribution vector of the calculation is
clearly affected by the low temperatures of the gas just vaporized. This low temperatures can not be
found in the experimental data. The ATC 10, which is located at Tower 1 at a height of 0.25 m for
TEST 06 and TEST 07 only measuring the lowest temperature of 225 K, but 150 K are calculated in
the first 100 s.

Again, it is questionable whether the cloud is completely detected from the ATC measurements. The
cloud is clearly affected by the wind field, which can hardly represented by the calculation. This
observation is supported if e.g. the Figure 1, which is taken during TEST 06, is further analyzed. The
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(a) HSL TEST 05
normalized distance [-]

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

n
o

rm
a

liz
e

d
 h

e
ig

h
t 

[-
]

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
mean distribution vector EXP
mean distribution vector CFD LD
mean distribution vector CFD HD

(b) HSL TEST 06
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(c) HSL TEST 07

Figure 14: Visualisation and comparision of the different distribution vectors obtained from experiment
and the calculation with 30 supporting points (CFD LD) and mesh resolution (CFD HD)

upper figure shows a visible cloud and the tower, which can be found in the picture, does not seem to
be within the cloud, but in front of it.

(a) Experiment t= 21,33 s
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Figure 15: Comparision of the concentration contour plots of experiment and calculation and isosurface
of the hydrogen cloud at LFL limit in the side and isometric view of the NASA TEST 06

With the identified uncertainties of the experimental boundary conditions and the comparison of cal-
culational and experimental data, the HSL gas distribution leads to the conclusion, that the developed
model predicts a reasonable and qualitatively consistent distribution. Given the fact that no detailed
measurement of the gas composites is available. The model is considered as valid, however it needs
to be further assessed when newer, more complete (that provide not just temperature measurements)
data sets are available.

Furthermore, the NASA experiment has been calculated with the same model and generic boundary

14



x

y

(a) Calculation side view /w humid air, t= 29.25s

x

y

(b) Calculation side view /wo humid air, t= 29.25s

Figure 16: Comparison of the 4 Vol.-% LFL limit - effect of humid air condensation on the gas cloud

conditions (e.g. the wind data has been taken from the documentation). The faces normal to the
main wind direction have been set as symmetry planes, used in the HSL models at either in- or
outlets. As already mentioned the available experimental data point are less than the data from the
HSL experiments, nevertheless the identified uncertainties for the HSL experiments also apply for the
NASA experiment. Figure 15 gives an overview of the experimental data (cf. Figure 15a) and the
corresponding concentration plot through the same measurement plane in the calculation. In the gas
distribution there have been significant differences between the calculation and the experimental data
at the same time step for the same boundary conditions than in the HSL cases. The decision was made
to change the normal to the wind faces to symmetry boundary conditions. The result can be seen in
Figure 15b until d. Figure 15b shows the concentration plot through the same measurement plane than
in Figure 15a. Figure 15c shows the side view of this time step and d the isometric view. Comparing
the results a quantitatively agreement can be found.

The NASA test has been used to demonstrate the influence of the humid air model. The test has been
calculated either with and without the humid air model. It has been found that the difference can be
detected at later time step. The results can be found in Figure 16a for the case with humid air model
and in b the case without humid air model. The differences between the cases are not significant, so far
because there is a small indication that the buoyancy of the cloud is increased slightly (as expected)
for the case with humid air.

For a further validation of this model additional experimental data is needed. Following information
and restrictions are mandatory for a further validation:

1. The experimental releases should be done in more confined spaces to reduce the influence of the
wind.

2. The ground needs to be analyzed and well prepared to decrease uncertainties.

3. Possible future experiments need to be equipped with more thermocouples at the ground and in
the air, either for pool and gas propagation.

4. Further analysis methods for the temperature measurement need to be further discussed.

5.0 CONCLUSIONS

A multicomponent, multiphase CFD model has been developed to predict an accidental LH2 spill and
resulting gas cloud propagation. A comprehensive validation was carried out for both gas and liquid
distribution based on available data from HSL and NASA LH2 spill experiments. Qualitatively, no
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systematic deviation between simulation, experimental data (and previous modeling results for axis-
symmetric tests (for HSL TEST 06 GASP and NASA LauV, FLACS)) could be identified. However
quantitatively, there are differences, which fall in the range of the experimental uncertainty: The tests
main instrumentation are thermocouples in the ground and at towers around the release location. This
information was applied to determine the arrival/presence of the cryogenic liquid and gas. Thus, the
pool spreading and gas distribution could be assessed implicitly, however no direct measure e.g. of the
vaporization rate or the gas concentrations is available, which could directly allow to substantiate or
improve the sub models.

Considering the liquid spreading and vaporization, the model revealed to be in particular sensitive to
the defined ground properties (heat capacity, thermal conductivity, porosity, roughness etc.), which
are practically affected by a large uncertainty. The propagation of the formed cryogenic gas cloud is
significantly influenced by the definition of the atmospheric boundary conditions (instantaneous 3D
wind field, temperature, humidity etc.), which can hardly be quantified in an open environment to
the necessary level of detail. On basis of these uncertainties and the qualitative consistency between
simulation and experimental data, a first successful validation of the model can be concluded. However,
further validation has to be carried out as soon as new experimental results are available. In this regard,
measurements under simplified well defined boundary conditions, and capturing different quantities like,
temperature, concentration, wall heat fluxes are necessary. In addition, a videometric evaluation may
help to get further insight in the phenomenology.

As of now, the CFD modeling basis for predicting three dimensional LH2 spills and GH2 distribution is
available and expected to provide a detailed insight into the phenomenology of accident scenarios at in-
dustrial scale. Even though the high computational effort practically prohibits its comprehensive appli-
cation, the model can be applied in the frame of a safety assessment in order to analyze identified critical
cases and to substantiate the results obtained by reduced order approaches.

Future modeling work will address the definition of the atmospheric and ground boundary conditions.
The model will be applied to generic scenarios in order to demonstrate its capabilities and summarize
experiences in a best practice guideline.

Further information and more details can be found in [34].
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